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Aurora extract:

DoorDash’s journey from Aurora Postgres to CockroachDB

Alessandro Salvatori, Principal Engineer
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% Do not block microcervices extractions -
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SURVIVAL STRATEGY

Whack-a-mole

% Do wnot block microcervices extractions

% Vertical federation
> extract tables to separate Aurora clucters

% Horizontal charding
> wmigrate to CockroachDB

MerchantFinance

X

Mobile 4PP l

Mobile BFF

I R W%%

DoorStep
Django



WAKE-UP CALL: TRIDAY APRIL L/TH 2020

7, took all food delivery companies down with us FemReved RESET ALL fem pebeunsermeal (el ned (Fem

Used this time to create a repeatable extraction mechanism that would:

La® 4 636M - be transparent to clients, allowing them to move to the new clusters at their.own pace
| Thu 04/23, Do bighty repeatable, automated and esslycoveriad In case o ssues
2 - take place asynchronously and out of ban:
| Frioanz |

- not require any code change on the database client

- require just a few seconds of downtime for.writes
- cause as little disruption as possible %
v identity
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b On 2020/09/17 MainDB peaked at 1.636 MQAPS,

leading to houvrs of downtime

Ain't no rect for the wicked

DSJ «bigint> performance bug fix merged

May 312020 un 03 2020

still 3050 QPS
cops from laggard
geo & experiment (same night) clients

4 re-routed re-routed
drive delivery_event . identity last cops
laggard laggard

client client

Franco Campilongo
Active 16m ago
Franco Campilongo

You're friends on Facebook

Owner-operator at iTalico and Owner-Operator at Terun
Studied Economics at Universita di Cosensa

Lives in Redwood City, California

202

APR 18, 2020, 7:10 PM

ciao Franco

che issue state avendo con doordash?

Risolto ora
Ci avevano messo on CALL orders only. Niente veniva
sulla APP e siamo andati in &

@ leri & stato un nightmare



DoorDash’e Journey from Aurora Psctgres to CRDB

APR 18, 2020, 7:10 PM

)
ciao Franco
che issue state avendo con doordash?

Risolto ora
Ci avevano messo on CALL orders only. Niente veniva

sulla APP e siamo andati in &

leri & stato un nightmare



WAKE'UP CALL: FRIDAY APRIL 1/TH 2020
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On 2020/09/17 MainDB peaked at 1.636 MQPS,

leading to houvrs of downtime

Ain't no rect for the wicked

Gained come quick headroom,

then hacked together an extraction tool prototype, ready by end of April

Made 5 attempts at the firet databage extraction (Identity),
4 veverted, 1 cuccecsful on 2020/05/22

In the 33 days cince then, we extracted 7 databases & 54 tables!l!

still 3050 QPS
from laggard
clients

re-routed
last cops
laggard
client
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MOTIVATION

maorionAL TABLE EXTRACTION
tequikeo CHANGES TN EACH CLIENT

A COLLECTION OF TOOLS

AURORA _EXTRACT '
10015
L AUDIT _BIGINT s
L AUDIT _ROLES ‘
L BACKFILL
{5 p

L ( SIVIULNGINTERS 5 MONTH
(RDB—[HANGEF[ED BACKFILL + SYN(ING
T , VIA DOUBLE WRITES + DOUBLE READS
Zf&f@ww S INCREASED DATABASE LOAD
B * NOT HALTABLE & RESUMABLE
— \ 4 . LABORINTENSIVE
:%I}E‘[(NEQABLE_PROGRESS | p | / RROR PRON

L CONSISTENCY _CHECKER LED T0 INCONSISTENCIES DIFFICULTTO RECONCILE
L COMPARE _TABLES

VIO & 0L o o = 70 couren SYNCHRONOUS PUSH MODEL
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MOTIVATION

BIGINT UPGRADES
tequinen TRIGGERS

LEAD TO SEVERAL LOCK PILEUPS
- CHANGEFEED

BACKFILL + SYNCING
BT ¢ VIA arorementionen TRIGGERS

A COLLECTION OF TOOLS

AURORA _EXTRACT '
10015
L AUDIT _BIGINT s
L AUDIT _ROLES ‘
L BACKFILL
{5 p

— st

(0] —

Z%@WOM Q& INCREASED DATABASE L0AD
_MMN_"ROW ) NOT HALTABLE & RESUMABLE
_POSHJEBASE K & &)

:%m—émgmu_?koekfss 9 | " = RROR P RON

— (ONSISTENCY _CHECKER
—— (OMPARE _TABLES

ATOMIC SWAP was OFTEN IMPEDED BY TRIGGERS
L INTROSPECTION & S0L CODE GENERATOR

VIO & 0L o = TIGHTLY COUME DSYN[HRONOUSPUSH MODEL
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MOTIVATION
1DS UPCRADES

A COLLECTION OF TOOLS

AURORA _EXTRACT

L— 1001
L AUDIT _BIGINT y
L AUDIT_ROLES ‘

FAR FROM HITLESS
—w / LEAD TO PROLONGED OUTAGES
— BASE ’
m — CLICK & PRAY
—— (HANGEFEED \
(ONSUMER ¢
:Eb?BAL v i
—IN‘@%(OM ¢ Nellsllsllsl)
I%?ﬁﬁEE_PROGRESS | v ' =
i 4 e

— (ONSISTENCY _CHECKER
—— (OMPARE _TABLES

_ | (DS s AURDRA
B - ONE EXTRA STEP TO GO FOM PLAIN RDS T0 KDS AURORA
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MOTIVATION
CRDB EXTRACTIONS

A COLLECTION OF TOOLS

AURORA _EXTRACT
10015
L AUDIT _BIGINT i
L AUDIT _ROLES
L BACKFILL
{5 /

— st

(1)) I —

——— (HANGEFEED
CONSUMER

— GLOBAL

— GUI

— INTERCOM

— INTERCOM
—— PROTO

—— MAIN o <
— POSTGRES
— BASE
—— TABLE _PROGRESS
— SWITCHOVER ;
\J

HIGH ODDS A REVERT MIGHT BE REQUIRED
NO (IN-HOUSE) «PRIOR ARTY

—— WORKER

— (ONSISTENCY _CHECKER

—— (OMPARE _TABLES

—— INTROSPECTION & SQL CODE GENERATOR
— KAFKA _TAILER




P HILOSO PHY Invest intfo reusable tools that would automate all of the moct tricky bite

= Minimize labor, never 90 through the same effort again, multiply the velocity at which we can proceed

= Conr?‘ant/y imprave and enhance the fao/, invest on it and commoditize it via autotuning so any engineer can just fire it vp
=3 Provide a convenient UL that bolde your hand during the operation and allows to edit the generated SQL

> Add cafequards and autotuning, minimize the opportunities for human error

= Allow far emergency revert in as few clicks ac poscible

= Safely operate over production databases, both covrce and destination



TRADITIONAL MIGRATION PITFALLS

s Aurora CDC: logical replication, 40% overhead on single primary
not available on 9.6
exposes to the danger of OOM killer

>  Triggere (for migrations) or Dovble Writes (for extractions)
cynchronovs and tightly coupled,

work can't be sucpended and recumed as needed

B Dectination CPl overfoad & Aurora. replica lag

Source contention and CPU oveload

5 Heavy vacuvming or downtime due to transaction wraparound
= Page buffer contention (Aurora) / hopping hotspots (CRDB)
5 High CRDB commit lafency = large bandwidth-delay product

tail changee directly from tables

poll instead of puch

Feedback loop and PID controller
load balance writee acrocs cluster
load balance reads acrose read replicas

aurora_replica_ ctatuc() &
erdb_internal.kv_node_ctatue &

chow ranges

auto-tunable batch cize
cpread out batches/distant extente

Fill BDP via massive paralleliom



KEEP IT STMPLE STUPID!

= At any point in time, have a clear Source of Truth

0 before the extraction, the SoT ic the ‘old” databace and the new database catches up
O after the extraction, the SoT ic the “new” databace and the old database catchee up

= Theres no need or decire 1o replay each and every individual change

o we don't need to capture all changes, but just what changed (i.e. what was incerted, updated, or deleted)
O alwaye fast-forward to the latest

= I poscible, avoid pulling and pushing data via a client
O leverage foreign data wrappere
o I/ when we can't leverage foreign data wrappers,
O maximize parallelicm <o as to be able to fill the much greater bandwidth-delay product

=  Iterative /aop/ng & cltaméfny = ceveral python agyncio event loops with multi-procecsing
vs.

= Declarative transformations, filtering & cyncing o code-generated DML SOL



SOURCE DATABASE INTROSPECTION

GENERATION.......,

B add __updated_at column if micsing
B lightweight trigeers
®  bLypacs idempotent writes
®  bump update timestamp only if client didnt
®  track deletes in outbox
Foreign servers (destination primary /[ replicas / CRDB)
foreign tables
delete outboxee

unigue constraint violation resolution logs/ backups

) CRDB Dectination g’efu,b
B table & cequence definitions
B changefeeds

B unigue constraint violation resolution logs/ backups

LODE

O Poctgres Destination Setup DD

table & cequence definitions

lightweight triggers
®  bLypacs idempotent writes
° bump update timestamp only if client didnt
®  track deletes in outbox

Foreign servers (cource replicas)

Foreign tables

delete outboxee

unigue constraint violation resolvtion logs/ backups

O “Hybrid” PaBouncer setup derived automagically from reqular sovrce pghouncer via code generation



RUNTIME BEHAVIOR

Generate DML SQL that (optionally) accovnts for:

% Changes in schema and required data trancformations
% Changec in primary key
% Decired conctraint to upsert by

@ Any decired filtering

4 ! \ careful about cardinality if not cupported by appropriate index!
R A Yy PP y approp

% Decired behavior
o) only clobber if more recent
O only clobber if missing [ just fill the gaps along the desired conctraint
o) never clobber [ just insert rowe that do not violate any constraint
5 useful to speed-up recolution
alwaye clobber / repave

Just compare the two databases for consictency

1/]
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SCHEMA TRANSFORMATIONS

store

. [ storeid )
merchant__id [ store_id ]r j
=0

==




e

SCHEMA TRANSFORMATIONS

store

. [ storeid )
merchant__id [ store_id ]r j
=0

==
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SCHEMA TRANSFORMATIONS

[ store_id )( j

[ store__id ][ ) NULL

( store_id J[ J NULL

[ storesd J( .. ] wu

( ]
)

merchant__id

[ Merchant__idj

L
an

lookup,_s'tore_lmerchan't

[ store_id ]Gercho‘n‘t_@

[ store_id j[meﬁchant,_idj

[ s’tore,_icXJ L mmhom‘b,_io(]

( S‘tOf‘&-ﬁd j[mefch&n‘t__jo‘] store

. [ storeid )
merchant__id [ store_id ]r j
=0

==
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store
S e SCHEMA TRANSFORMATIONS
[ store_id ][ ) NULL
( store_id J[ J NULL
( store__id J( ] NULL CELECT
[ store__id ]E . ] merchant__id COA[‘&Y&E{ )
[ store__id ]L J{ me_f‘chan‘li__.id) §2m::r:2::;:;:((:
0),
IOOkUP"Stoi?Mmka“t j IZ %]gg/e/:akuf_ ctore2merchant ¢2m
store__id merchant__id ON ¢.ctore_id = c2m.ctore_id
WHERE ...;

store_id J [ merchan't_idj

s’tore,_idJ Lmef‘cho\“t——uj
store__id j [memhant_iolj /f/ S'tor: id 1 L ]\
store .

" store_id ]r B j
TNSERT INTO ctore( merchant_i

merchant_id, store_id J[ - J
ctore_id, store_id

W N steesd J( )
)
e =

— Y )




RUNTIME BEHAVIOR )/

Tteratively icsve DML SQL against far-apart chunks of-

% range key [ circular key (i.e. random integer or YUID) [ timestamp (i.e. created_at or vpdated_at).

O all mapped to integers for cimplicity to keep a cingle, coherent implementation
®  deletec captured in delete sutbox

% primary keys from changefeed
IF unable to SET SESTON_REPLICATION_ROLE = REPLICA, cateh & resolve conctraint vislatione automatically as you go.
Pertorm careful checkpointing, co as to be able to pavse and recume the initial import.

Keep cafching up after initial import.

N\ careful with high watermarks: accovnt for the latency between a write and ite commit!

Finally, cut the source of truth over!
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TABLE EXTRACTION T0 (AURORA) POSTGRED: sefore cutover




TABLE EXTRACTION T0 (AURORA) POSTGRED: after cotover




TABLE EXTRACTION T0 (AURORA) POSTGRED: after cotover




TABLE EXTRACTION TO (AURORA) POSTGRES:  after corover

1 public schema

_old_base [
\ H

_base

-,—ﬁoncrete.Jel L

hodow,_del




TABLE EXTRACTION T0 (AURORA) POSTGRED: sefore revere




TABLE EXTRACTION T0 (AURORA) POSTGRED: sefore revere




TABLE EXTRACTION T0 (AURORA) POSTGRED: sefore revere




TABLE EXTRACTION T0 (AURORA) POSTGRES:  after revert







FORKLIFT EXTRACTION T0 CRDB: before cutover

1 Aurora cluster

primary 2 2

Aurora cluster replicas CRDB cluster

__.concr‘e:te__.del\ J———
|
S §
3 a 7
S S < »
L

3.94

Flog O

i —oting
4
; U4
L
9
()
L
o
i (¢
N
|
9
(]
|
|
4




FORKLIFT EXTRACTION T0 CRDB: cutover

primary 2 2

Aurora cluster replicas CRDB cluster




FORKLIFT EXTRACTION 70 CADS:

1 Aurora cluster

Pﬁmomy

- o e = e
u

~

!
o |

after cufover

3

CRDB cluster
—u

\ Aurora cluster replicas
. concrete del L e
/ _—
i
_base _base
N
N
N
N
N
N
N
N
S\
N
\ \ " "
service 1 hybriel

rouling  Aurora/CRDB

heker

Psbounceﬁ

_base

N



FORKLIFT EXTRACTION 70 CADS:

1 Aurora cluster

Pﬁmomy

before revert

3

CRDB cluster
—u

sl | b
:5' \ Aurora cluster replncas
A g~,: | _concrete del e
l__
' ~
1] ]
19 i
15!
1 3!
) el: _base _base
]
L 7

S

N
~
~
S
N
N
S
N
S
\\ " "
service 1 hybriel

rouling  Aurora/CRDB

heker

Psbounceﬁ

_base
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FORKLIFT EXTRACTION T0 CRDB: revert

1 Aurora cluster

primary 2 5
', -: \ Aurora cluster r‘eplicas CRDB cluster
!
A ?: |_concrete _del
bt ]
rax :
g o‘»: L~
X ‘
'3 an
' el : _boase _base _base
' 2 ]
L —l JJ L




FORKLIFT EXTRACTION 70 CADS:

Aurora cluster

A

Aurora cluster‘ r‘eplicas

after revert

3

CRDB cluster

L

1 Pﬁmomy
A \
' |
' S’: | _concrete del
=t
' £
i
] el : __.lmse
]

L2

_base
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Extracting delivery

&3 aurora-extract APP 06:50
@ Extracting tables @ @ |

from OldDeliveryDB to DeliveryCRDB

Thursday, March 17th v

speak now on . 921-6392-3802 or forever hold your peace

04:

04:

04:
04:
04:
“.04:
04:

04:

04:

50:

25

source of truth is
source of truth is
source of truth is
source of truth is
source of truth is
source of truth is
source of truth is
source of truth is

source of truth is

Aurora
Aurora
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1 SWITCHOVER_STREAMING_SERVICE ERROR [-] 96885 [-] (NOT AN ERROR) polling routing flag from “__routing__flag__delivery_order_info"
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